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Abstract

Recent advancements in Large Language Models (LLMs) have enabled us to access
high-quality summaries of written sentences, which helps us understand contents
quickly and easily. However, summarizing spoken dialogues such as podcasts and
interviews has been challenging. Unlike written sentences, spoken dialogue sum-
marization requires multiple upstream tasks (e.g., speaker diarization and speech
recognition) that are error-prune and might cause errors on downstream tasks. Un-
derstanding how upstream task performance affects the quality of LLM-produced
summaries will benefit both end-users and developers who want to analyze why
LLMs fail to summarize spoken dialogues. We conducted a technical experiment
to understand the effect of errors in speaker diarization and speech recognition on
LLMs’ summarization performance. To handle various patterns of errors, we lever-
age counterfactual analysis with which we automatically inject speaker diarization
or speech recognition errors into spoken dialogues. The experiment results suggest
that as errors in speech recognition tasks increase, the summarization quality de-
creases, according to GPT-4’s evaluation and qualitative analysis. The code for our
project can be found here.

1 Introduction

Spoken dialogues, such as interviews, podcasts, and meetings, are rich sources of information.
People often listen to or watch those dialogues to obtain information about various topics. Despite
their benefits, spoken dialogues are challenging to skim or browse, especially when the duration of
those audios is long [14]. It is hard to find essential scenes or utterances from those dialogues by
manipulating audio or video interfaces, and people might not want to spend long periods listening to
the entire audio.

Recent advancements in natural language processing (NLP) have had the potential to create short
summaries of long sentences for us to navigate sentences quickly and easily without listening to
entire audio. Particularly, sequence-to-sequence models represented by Large Language Models
(LLMs) [32] enable the generation of high-quality and factually consistent summaries from written
sentences. Some research reported that LLMs already outperformed humans in summarizing scientific
articles [21].

Unlike written text summarization, spoken dialogue summarization has several unique challenges.
For example, spoken dialogues often contain disfluencies, such as fillers, slips of the tongue, and
repetitions, which makes it difficult to find necessary sentences for summarization [29]. Also,
while many questions and answers in dialogues usually contain important information, identifying
such question-answer pairs is difficult because speakers do not necessarily ask questions or answer

*denotes equal contribution.

https://drive.google.com/file/d/10SuNXDElFPpHxO5c_KMLwTNtNxHW13vx/view?usp=sharing


questions in an organized manner in spoken dialogue [1]. Those challenges hurt downstream
summarization quality. Furthermore, spoken dialogue summarization consists of multiple upstream
tasks, such as speaker identification (or diarization) and speech recognition. If upstream tasks fail,
it will hurt the performance of the downstream summarization task. When a speech recognition
model incorrectly recognizes significant utterances or words, for instance, likely, a summary does not
contain that information.

While performance in speaker identification and speech recognition seems to be tightly connected
to summarization quality, little was known about the effects of those errors on summarization. We
aim to investigate how upstream tasks, in this case, speaker diarization and speech recognition,
affect downstream task performance, i.e., spoken dialogue summarization. Specifically, speaker
identification models sometimes incorrectly recognize speaker names, and speech recognition models
sometimes produce sentences with high Word Error Rates. We will explore how summarization
quality changes according to the degrees of those errors. Understanding the effect will benefit
end-users and developers who want to understand the reason behind poor summarization quality in
light of AI explainability.

Since there are too many error patterns for speaker identification and speech recognition, it is
challenging to analyze all the patterns. Our method leverages counterfactuals [17] to generate errors
automatically. Specifically, we generate two types of errors: for speaker identification, speaker names
are randomly changed to other speaker names, while for speech recognition, words in sentences are
randomly masked. By those perturbations, we can readily analyze changes in summarization quality
due to various degrees of error in upstream tasks.

We experimented with the AMI corpus as a spoken dialogue dataset and GPT-4 as a summarization
model. Results of our technical experiments showed that there was a correlation between the accuracy
of upstream tasks and the quality of LLM-generated summaries. As errors in speech recognition
increased, the quality of the summaries produced by the LLMs correspondingly decreased, while
speaker diarization errors did not affect the quality. However, the results also indicated that the
GPT-4 was, to some extent, robust to upstream task errors and could complement these errors. We
envision that our method helps to understand the failure of systems with complicated structures where
upstream and downstream tasks are tightly connected.

2 Related Work

2.1 Written text summarization

Improving automatic text summarization has received a lot of research attention. Numerous studies
have proposed myriad methods, such as Integer Linear Programming (ILP) [8], the Page Rank
algorithm [9], and Maximal Marginal Relevance (MMR) [28]. Those methods have aimed to create
comprehensive and consistent summaries [23]. Parveen et al. [20] proposed a method to summarize
scientific articles with coherence and no redundancy by solving Mixed Integer Programming. More
recently, sequence-to-sequence models represented by BART [12] have shown promising results for
summarization tasks.

Besides these approaches, Large Language Models (LLMs) have the potential to summarize sen-
tences [18]. Recent studies have investigated LLMs’ performance of summarizing texts in various
domains, such as news [25, 31], books [4], clinical notes [7], and code [2], while further research
would be needed to investigate their generalizability. Pu et al. [21] reported that human evaluators
preferred LLM-generated summaries to human-generated ones due to various aspects, such as factual
consistency. In contrast to existing research, we apply LLMs to spoken dialogue summarization tasks,
which have task-specific difficulties compared to written text summarization.

2.2 Spoken dialogue summarization

A summary of a spoken dialogue allows users to figure out the contents quickly without watching
a whole recording or reading an entire transcript. Much research has made efforts to generate text
summaries of spoken dialogues mainly by leveraging existing practices in written text summariza-
tion [19]. Unlike written text summarization, however, spoken dialogue summarization has unique
challenges. For example, spoken dialogues contain disfluency, such as filled pauses and repetitions,
which hurts the summarization quality [29]. Numerous research studies have been conducted to
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create a summarization model robust to disfluency [10]. Furthermore, it is also challenging to identify
pairs of questions and answers in spoken dialogues [1]. If models for such upstream tasks fail to
handle them, they will produce summaries inconsistent with actual contents.

Recent studies have proposed methods to solve these spoken-dialogue-specific difficulties [13]. Li et
al. [14] proposed three approaches to improve the summaries’ readability, coherence, and adequacy
for spoken dialogues that contain disfluency. Chen & Yang [5] presented a data augmentation
method to train summarization models for conversation. However, little was known about how those
challenges affect summarization performance. In this study, we focus on speaker diarization and
speech recognition as upstream tasks and explore the effect of errors in those upstream tasks on
spoken dialogue summarization. Understanding the relationship between upstream and downstream
tasks will benefit end-users and developers who want to know why summarization fails in light of
AI explainability. Since there are too many error patterns, it is hard to access them. We leverage the
concept of counterfactual explanations to automatically generate errors related to speaker diarization
and speech recognition in spoken dialogues.

2.3 Counterfactual explanations in NLP

In NLP, counterfactual explanations have been used to analyze how differences in input texts affect
models’ predictions [17]. Polyjuice [27] is a method that allows users to generate various counter-
factuals through controlling perturbation types (e.g., delete negation, lexical) and locations trained
by fine-tuning GPT-2. Ross et al. [24] presents MICE, which generates contrastive explanations of
model predictions by editing input texts. Treviso et al. [26] proposed a method to generate more
natural counterfactual examples while regularizing selective rationales.

Inspired by existing research, we proposed a method to inject speaker diarization or speech recognition
errors into spoken dialogues to analyze how the model performance changes according to those
errors. While existing approaches focus on counterfactuals for a single sentence, our method deals
with spoken dialogues that contain hundreds of sentences. More specifically, the method randomly
changes the identified speakers of each sentence or masks words in each sentence. In doing so, the
speaker diarization and speech recognition error rates will increase.

3 Method

We aim to investigate how upstream tasks (speaker identification and speech recognition) affect
summarization task performance. We explore the effect by leveraging counterfactuals, namely,
automatically generating errors related to speaker diarization and speech recognition in the spoken
dialogue dataset and measuring the quality of summarization generated by LLMs according to the
levels of errors we inject. Unlike traditional summarization models, however, LLMs might have the
common sense to understand contents containing those errors, as human beings do. Thus, we set the
following two hypotheses.

• H1: As errors in speaker diarization and speech recognition increase, summarization quality
will decrease.

• H2: LLMs might already have the reasoning ability robust to upstream task errors and
produce summaries with less quality degradation even if the errors in speaker diarization
and speech recognition increase.

3.1 Data set

We use the AMI corpus [11] as spoken dialogue dataset. This corpus consists of 100 hours of meeting
recordings (e.g., videos and audio). It also contains annotated summaries and transcripts with speaker
names for each meeting. Among the corpus, we used three meetings for analysis in which participants
discussed a technical project. An annotation of each meeting has utterances by multiple speakers.
There are four speakers in every meeting. We create a dialogue (string format in Python) as a part of
the inputs for the summarization model. The format of the dialogue is described as follows:
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Figure 1: The pipeline of the method. It first injects automatic speech recognition (ASR) or speaker
diarization (SD) errors in a dialogue. Then, it creates a summary for the dialogue using a Large
language model (LLM). Finally, the pipeline rates the summary by comparing an annotated summary
using either a BERT score or an LLM.

dialogue =

“speaker_name1 : utterance1,
speaker_name2 : utterance2,
speaker_name1 : utterance3,
speaker_name3 : utterance4,
...”

In the original annotation, speaker names (“speaker_name1”, “speaker_name2”, and “speaker_name3”
in the above texts) are one-character alphabet (e.g., “A”, “B”, “C”, and “D”). However, specific names
are used in sentences in each meeting (e.g., Gabriel and Catherine).

3.2 Upstream tasks and counterfactual error generation

We focus on two upstream tasks for spoken dialogue summarization: speaker diarization and speech
recognition. Since the corpus already has annotated speaker names and transcripts, we generate
counterfactual errors related to those two tasks. The overview of counterfactual error generation is
shown in Figure 2.

Figure 2: (A) Speaker identification errors. In this example, the original speaker’s name is “Alice”,
while after error generation, the speaker’s name is changed to “unknown”. (B) Speech recognition
errors. In this example, an original sentence is “This is a good summary”, while after error generation,
the word “summary” is masked: “This is a good ...”.

3.2.1 Speaker diarization

For speaker diarization (SD), we control the Diarization Error Rate (DER) by randomly changing
speaker names to “unknown” as described in Figure 2 A. DER is often used measure to estimate
the performance of speaker identification models, which can be calculated in our problem setting as
follows:

DER =
# missed detection

the total number of sentences
(1)
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where “# missed detection” refers to the number of errors we incorporate into one dialogue. This is a
simplified formulation from the original one that considers false alarm (the duration of non-speech
segments wrongly classified as speech). In our context, however, we only need to consider missed
detection since our method does not generate errors related to false alarms. Note that original
annotations in the dataset have no diarization error, which means DER = 0. We measure how
summarization performance changes according to different levels of DER. Specifically, we generate
summaries with different DERs (0, 10, 20, 30, 40) for each meeting.

3.2.2 Speech recognition

For speech recognition, we control the Word Error Rate (WER). Specifically, we randomly mask
words in annotated sentences as described in Figure 2 B. In our problem setting, WER can be
calculated as follows:

WER =
# substitutions

# words in a sentence
(2)

where “# substitutions” refers to the number of masked words in each sentence. This is also a
simplified formulation from the original one, considering the number of deletions and insertions since
our proposed method only substitutes words. Similarly, in speaker diarization, original annotations
in the dataset have no word error (WER = 0), and we measure and analyze how summarization
performance changes as WER increases. Similarly to DER, we generate summaries with different
WERs (0, 10, 20, 30, 40) for each meeting.

3.3 Summarization & Metrics

We use GPT-4 1 as a summarization model since it is considered a top-tier large language model for
various tasks. We set two types of prompts: error-unaware and error-aware prompts, corresponding
to H1 and H2. The error-unaware prompt does not assume that sentences might contain errors related
to upstream tasks, while the error-aware prompt does. We show the two prompts below.

1. Error-unaware prompt
1.1 For abstractive summaries
prompt = “Please generate an abstractive summary for the following dialogue: ${dialogue}”

2. Error-aware prompt
2.1 For abstractive summaries
prompt = “Please generate an abstractive summary for the following dialogue.
Note that this dialogue might contain errors in speaker names and transcripts: ${dialogue}”

To measure the quality of generated summaries, we let an LLM rate them with a 5-point scale as
metrics. Evaluating text generation performance by LLMs has been studied and adopted in various
tasks [6, 33]. AMI corpus has two kinds of annotated summarizations for each meeting: abstractive
and extractive [3]. An abstractive summary consists of unique sentences given a context, while an
extractive summary is a set of sentences selected from inputs. In this experiment, we used only
abstractive ones. As shown below, we have two prompts for generating abstractive summaries. We
have two types of summaries in total and compare them with annotated abstractive summaries using
LLM’s evaluations. We describe how an LLM evaluated summaries below, using a similar prompt
proposed in [33].

1https://cdn.openai.com/papers/gpt-4.pdf
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Prompt for evaluating summaries
prompt = Could you please grade a summary for the following dialogue? you must rate the
response on a scale of 1 (low) to 5 (high).

[The start of the dialogue]
${annotated dialogue}
[The end of the dialogue]

[The start of the summary]
${generated summary}
[The end of the summary]

We also evaluated some summaries qualitatively by reading through summaries, especially when
scores by GPT-4 were low. In this case, we checked not only the summaries themselves but also the
outputs of GPT-4.

4 Results

Figure 3 and Figure 4 show the experiment results. We analyzed the relationship between DER or
WER and summarization performance.

4.1 DER and summarization performance

Figure 3: DER and scores evaluated by LLM: Each plot shows the results on error-aware and error-
unaware prompts. A red line shows the results for error-unaware prompts, while a blue line shows
the results for error-aware prompts.

Figure 3 shows scores evaluated by GPT-4. Overall, summaries were highly rated by GPT-4 regardless
of the degrees of speaker diarization errors. Also, we could not observe the apparent difference
in summaries between error-aware (a blue line) and error-unaware (a red line) prompts. These
results indicated that speaker diarization errors generated by our proposed method did not affect
summarization quality much. As the number of unknown speakers increased. However, we found a
tendency for speaker names to appear less in the summaries. For instance, in one of the meetings,
specific speaker names such as Gabriel and Reissa were referred to when DER = 0. On the other
hand, there was no name in a summary when DER = 40, which means that each sentence was not
connected to a participant in the meeting. While the LLM’s evaluation did not show any difference,
this might hurt user experiences when users want to check their subsequent actions after the meeting.

6



Figure 4: WER and scores evaluated by LLM. Each plot has results for both error-aware and error-
unaware prompts. A red line shows the results for error-unaware prompts, while a blue line shows
the results for error-aware prompts.

4.2 WER and summarization performance

Figure 4 shows scores evaluated by GPT-4. Unlike the results of DER and summarization perfor-
mance, we could observe as WER increased, scores rated by GPT-4 decreased. Also, there was
little difference in scores between error-aware and error-unaware prompts. When WER was high,
generated summaries became more ambiguous, lacked detailed descriptions of the meetings, and
were sometimes even wrong, which made it difficult for participants to catch up with the meeting
only with summaries. According to GPT-4’s rationale on grading three out of five for one of the
generated summaries (WER = 0), for instance, a generated summary could not figure out the contents
of the meeting and mentioned unrelated things. Furthermore, it could not capture the meeting’s
specific focus and technical details. Since that information is essential in the project meeting, lacking
technical details might affect the summary’s quality estimated by GPT-4. We added one example of
rating by GPT-4 in Appendix A.1.

4.3 Limitations

While we found some differences in summarization quality depending on DER or WER, our experi-
ments have limitations.

We used GPT-4 for rating the summaries produced by GPT-4. This method has been increasingly
investigated and utilized in recent research (e.g., [33]). However, there are other methods adopted for
evaluating generated texts. For example, ROUGE [15], BLUE [16], and BERT score [30] are the most
well-known approaches to measure summarization quality automatically. Also, human-generated
rating is still an important metric and usually outperforms automatic evaluation approaches, though it
takes time. It is possible that LLMs still cannot figure out the details of generated summaries, which
might affect the evaluation quality. In the future, it will be possible to evaluate summaries with those
methods or compare scores rated by each method.

Furthermore, we only used a single-domain dataset (project meetings) for evaluation. As described
in Section 1, there are myriad domains, such as interviews. Further research would be needed to
investigate how our results are generalizable. Note that it has been challenging to collect spoken
dialogue datasets, and there are few available datasets for spoken dialogues [14], which makes it
difficult to evaluate in diverse application areas.
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5 Discussion

5.1 Are LLMs robust to upstream task errors?

As in our experiments’ results, DER did not affect summarization quality, while as the WER in
transcripts increased, summarization quality decreased. The results partly support H1. However, the
LLM could still produce good summaries, considering that average scores were above 4.0 when WER
= 10, 20, or 30. This indicated that LLMs might be somewhat robust to speech recognition errors
regardless of prompt types (error-aware or error-unaware), which partly supports H2. Nevertheless,
further research will be needed to extensively investigate the robustness of the upstream task errors,
like comparing GPT-4 with other LLMs (e.g., Xwin 2, mpt 3, vicuna 4, Llama-2 5). Since our proposed
method has a modular architecture, it can be easily extended to those models.

5.2 Towards more realistic and powerful counterfactual error generation

While we took a simple approach to generate errors in speaker names and transcripts so we could
control error rates easily, there would be different methods to create errors that appear in real-world
scenarios. For example, there were speaker names in annotated transcripts, which was one of the
reasons why the LLM was not affected by diarization error injection. Investigating how LLMs’
performance changes when we change speaker names in sentences will be interesting. Another
approach is to use automatic speech recognition (ASR) models. While the current ASR models, such
as whisper [22], can produce authentic transcripts with low WER, it is still challenging to transcribe
noisy audio correctly. It is also challenging for the models to transcribe proper nouns or technical
terms that often contain important information. Thus, we can naturally generate transcripts with
higher word error rates by adding noise to audio and replacing original sentences with generated
ones. In those cases, we must consider the number of deletions and insertions besides substitutions,
as seen in Equation 2. While those approaches can produce sentences that contain more realistic
errors, noting that it would be hard to control error rates with them.

6 Conclusion

We investigated how upstream tasks, speaker diarization, and speech recognition affect downstream
summarization task performance. Our proposed pipeline automatically generated counterfactual errors
in dialogue transcripts related to speech recognition (WER) and speaker diarization (DER), changing
the degrees of errors. Then, we generated summaries and evaluated them using GPT-4, a large
language model. We could observe differences in the performance of summaries depending on DER
and WER. Speaker names that did not appear in the summaries or the details of the meetings were
not included in the summaries. We envision that those findings will benefit end-users and developers
who try to understand how errors caused by upstream tasks affect summarization performance or why
summarization fails.
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A Appendix

A.1 GPT-4’s output example when rating a generated summary

The sentences below were GPT-4’s rating results on one of the generated summaries.

——————————

The summary provided for the dialogue is quite detailed and captures many elements of the conversation, but it
also includes some inaccuracies and misses key aspects of the dialogue. Based on this, I would rate it a 3 out of
5. Here’s a breakdown of the assessment:

Relevance and Accuracy (2/5): The summary does not accurately reflect the content of the dialogue. It mentions
a team-building exercise involving favorite animals, which is not present in the dialogue. Additionally, the
dialogue is more focused on the technical and practical aspects of designing a remote control, such as energy
sources, signal types, and ergonomic considerations, rather than a broad design process.

Completeness (3/5): The summary captures some aspects of the dialogue, such as the discussion about the
remote control design and team roles. However, it fails to mention significant parts of the conversation, like
the discussion on batteries, infra-red vs. Bluetooth, ergonomics, and specific user feedback on remote controls.
These elements are crucial to understanding the team’s challenges and objectives.

Clarity and Structure (4/5): The summary is well-structured and presents information in a logical order. The
introduction, main body, and conclusion are clearly defined, making it easy to follow.

Conciseness (3/5): While the summary is somewhat concise, the inclusion of irrelevant information (such as
the animal exercise) detracts from its conciseness. It could be more focused on the key topics discussed in the
meeting.

Overall Understanding (3/5): The summary shows a general understanding of a team meeting about a project, but
it does not fully capture the specific focus and technical details of the dialogue. The emphasis on user-friendliness
and market strategy is aligned with the dialogue, but the details are not completely accurate or complete.

In summary, the summary is decent but could be improved by removing the inaccuracies and including more
specific details from the dialogue, particularly those related to the technical discussions and design challenges of
the remote control project.

——————————
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